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Abstract—Traffic violations cause significant problems such 

as congestion, accidents, and deaths. It is highly desirable to 

have an effective automated system to detect and record these 

violations, thus improving traffic regulation enforcement and 

reducing human intervention. The proposed work aims to 

develop a cost-effective, efficient, and robust system that 

automatically detects traffic violations. The proposed system 

uses background subtraction technology to detect moving 

vehicles and the time and distance over which vehicles move 

to detect violations. The You Only Look Once (YOLO) and 

Convolutional Recurrent Neural Networks (CRNN) 

algorithms are utilized to identify the license plates (LPs) of 

violating vehicles with great accuracy, so that LPs are 

recognized using Optical Character Recognition (OCR) 

technology. The results achieved from our trial indicate 

promising system performance, with multiple violation real-

time detection rate of 98.06% and an LP recognition 

accuracy of 98.22%. The superiority of the proposed work 

over other previous approaches has been proved in the 

comparison results. 

Index Terms—Convolutional Recurrent Neural Network 

(CRNN), License Plates (LPs), traffic violations, Optical 

Character Recognition (OCR), You Only Look Once (YOLO) 

I. INTRODUCTION 

In the age of rapidly advancing technologies, breaking 

traffic laws has become a severe problem for most 

developing nations. As the population grows, so does the 

number of vehicles on the road, and traffic offenses rise 

exponentially [1]. Manual checking of vehicles is 

troublesome and mistake-inclined due to feeble and 

problematic human memory. Consequently, a need arises 

for an automatic violation detection system to deal with 

this errand, which can identify criminal traffic offenses. 

Traffic violations, such as high-speed driving, wrong-way 

driving, and non-compliance with traffic signals, produce 

significant road safety issues. Over the world, thousands 

of deaths and injuries are counted each year due to traffic 

accidents. Different techniques are utilized to achieve 

automatic detection of traffic violations, such as Radio 

Frequency Identification (RFID) [2, 3], which is also used 

in vehicle tracking [4], You Only Look Once (YOLO) 

representation [5, 6], genetic algorithm [7], Convolutional 

Neural Networks (CNN) [8], and Background Subtraction 

(BS) [9]. The researchers utilized different algorithms and 

methods for license plate (LP) detection and recognition, 

including Optical Character Recognition (OCR) [10], 

Optimal K-means with CNN [11], image processing 

techniques and template matching (TM) techniques [12]. 

Cameras are increasingly used to monitor and enforce 

traffic violations by capturing images of the offending 

vehicle’s LP for identification. Exceeding the speed limit 

is an across-the-board traffic violation that increases the 

risk of accidents due to loss of vehicle control, slow 

response time, and short stopping distance [13]. Highway 

cameras have been installed to monitor the roads and 

detect violations, thus improving road safety and 

governing the traffic flow. Driving in the opposite 

direction is another dangerous traffic violation, as it often 

leads to head-on collisions, potentially resulting in more 

injury and death people. Cameras can detect wrong-way 

driving and alert traffic controls immediately, enhancing 

their response capacity and penalizing offenders quickly 

[14]. Also, cameras are installed at intersections to detect 

vehicles that do not respond to traffic signals, leading to 

confusing traffic flow and may lead to collisions [15]. 

These cameras are activated when a vehicle crosses the 

intersection after the red signal appears, capturing an 

image of the vehicle’s LP for successive action. To 

conclude, these traffic violations present substantial road 

safety risks. However, with the implementation of camera-

based surveillance systems, enforcement of traffic laws 

has seen marked improvements. By deterring reckless 

driving behaviors, these systems play a significant role in 

promoting safer roads [16].  

Researchers have suggested different methods to detect 

traffic violations and recognize License Plates (LPs). In [5], 

a traffic light violation detection method was proposed 

using YOLO and Hough space analysis. The method 
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autonomously processes videos and adapts to varying 

conditions, achieving an accuracy rate of 88.24% in 

detecting violations. The researchers in [17] proposed a 

system to detect vehicles that exceed the limited speed 

using YOLOv3, where the accuracy achieved was about 

92.80%. In [18], the mean shift algorithm was used for 

vehicle tracking and Binary Large Object (BLOB) 

technology to detect vehicles violating traffic signals, and 

the system achieved a detection accuracy of 71%. In [19], 

the YOLOv3 technology was utilized to identify speeding 

offenses, and the system obtained an identifying accuracy 

of 89.24%. A prototype model to calculate a vehicle’s 

speed was introduced in [20]. The Simple Online and Real-

time Tracking (SORT) video tracking technique, Google 

Collab platform, and Leveraging OpenCV library were 

utilized, achieving an accuracy rate of 78%. In [21], the 

researchers proposed a system for detecting vehicles that 

exceed the speed limit and identifying their LPs. They 

employed sensors to detect such violations and OCR to 

recognize LPs, where the system achieved 90% and  

56.67% accuracy rates, respectively. Not respecting the 

traffic signals violations were detected in [22] using spatial 

analysis and Machine Learning (ML) techniques. The 

authors tested the Gradient Boosted Decision Tree (GBDT) 

and Random Forest (RF) techniques, where the outcomes 

showed that the GBDT is the best technique that achieved 

an accuracy rate of about 96%. 

Different approaches have been presented in the last 

decade for detecting and recognizing vehicles’ LPs. In [12], 

the system achieved an accuracy rate of about 96% when 

using the TM technique to recognize Iraqi LPs. vehicles’ 

LPs were detected using the YOLO algorithm and 

recognized using the OCR technique in [23], achieving 

98.22% and 78% accuracy rates, respectively. In [24], the 

authors utilized the Region-based Convolutional Neural 

Network (R-CNN) algorithm to recognize LPs, achieving 

an accuracy rate of 83.67%. The CNN and OCR 

techniques were employed in [25] to recognize Vehicles’ 

LPs, achieving an accuracy rate of 89.15 %. Vehicles’ LPs 

were identified in [26] using a combination of Long Short-

Term Memory (LSTM) and CNNalgorithms, with an 

accuracy rate of 85%. In [27], the YOLO and CNN 

methods were employed to detect and recognize vehicles’ 

LPs, achieving 87% and 93% accuracy, respectively. A 

CNN method was utilized in [28] to identify LPs, 

achieving a 98.13% accuracy rate.  

The proposed system simultaneously scans three traffic 

violations in real-time and sends a message to the traffic 

control center and vehicle owner regarding each violation. 

The violations are detected using video processing, 

including the BS technique and speed calculation. The 

contribution of the proposed system can be viewed in the 

number of violations detected and the accuracy rates 

achieved, which is distinct from others designed to detect 

a single type of violation and did not reach the desired 

accuracy. It is also intended to detect LPs containing 

Arabic numbers and English letters, representing the new 

form of the Iraqi traffic system. The LPs are detected using 

the well-known algorithm for object detection, YOLO, in 

conjunction with the CNN model. Finally, the 

identification of LPs is carried out with the OCR technique, 

which is suitable for recognizing different text types.  

II. BACKGROUND 

The proposed system utilizes BS technology to detect 

moving vehicles and determine the time and distance over 

which they move to identify violations. It employs the 

YOLO and CRNN algorithms to accurately identify the 

LPs of violating vehicles. The OCR technology is used to 

recognize vehicle plates with high precision. The methods 

mentioned will be explained in the following subsections.  

A. Background Subtraction (BS)  

The BS technique is used in object segmentation, 

security enhancement, pedestrian tracking, counting the 

number of visitors, number of vehicles in traffic, etc. It can 

learn and identify the foreground mask by extracting the 

moving foreground from the static background, as shown 

in Fig. 1. 

Most BS methods follow a similar technique. It includes 

two significant steps: background initialization with 

maintenance and foreground detection. Background 

initialization constructs an initial background model 

according to a specified number of frames. In foreground 

detection, a comparison is made between the current frame 

and the background model for each frame, leading to 

calculating the scene’s foreground. Typically, the results 

of the foreground detection are fed back into the 

background model for updating [29]. 

 
(a)                                          (b) 

Fig. 1. Background subtraction (a) Original image, (b) background 

subtraction result. 

The Mahalanobis distance is a measure of the distance 

between a point and a distribution. In the context of 

background subtraction, each pixel’s color or intensity 

values are treated as a point in a multi-dimensional space, 

and the distribution represents the statistical properties of 

the background model. 

 

𝑑𝑚 = (𝑥 − 𝜇)𝑇𝛴−1(𝑥 − 𝜇)                         (1) 

where 𝑥  is the color vector or intensity values in the 

video’s current frame, 𝜇  is the mean vector of the 

background model that represents the average color or 

intensity values of the pixel over a series of frames, and 

𝛴−1  is the inverse of the covariance matrix of the 

background model for each pixel location. The covariance 
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The Mahalanobis distance (𝑑𝑚) between the pixel and 

the background model is calculated as in Eq.(1) [30]. 



matrix captures the variability and correlation of the color 

or intensity values of the pixel over the background frames. 

A threshold value is chosen to determine whether the 

object is a vehicle. If the distance is above the threshold, 

the pixel is considered a foreground; otherwise, it is 

regarded as a background. Therefore, the new pixel 

intensity is set to the pixel’s value if it exceeds the 

threshold; otherwise, the pixels are set to 0. 

B. You Only Look Once (YOLO) 

The YOLO algorithm is the fastest real-time object 

detection method based on a unified deep neural network 

[31]. It has undergone several stages of development, with 

each stage addressing and improving upon the limitations 

of its predecessor.  

Different versions of YOLO have been released to 

improve their utilization in various applications. The 1st 

release is YOLOv1, which divides the image into a grid of 

cells, predicts objects in each cell using bounding boxes, 

and classifies them simultaneously. YOLOv2 brought 

significant improvements in performance and speed 

through technologies such as Darknet-19. Further 

improvements in performance and accuracy have been 

made in YOLOv3 through deeper networks and new 

techniques such as saturation and size predictions. 

Significant improvements in speed and accuracy are 

achieved in YOLOv4 by improving classification and 

detection processes using advanced technologies like 

CSPDarknet53 and features like PANet [32]. 

Although the newer YOLO models may have higher 

accuracy due to the number of layers, they may be more 

complex and slower to operate compared to YOLOv4. 

Therefore, the YOLOv4 model is chosen based on its 

performance and processing speed, which balances 

accuracy and speed, as the goal is to obtain good results at 

an acceptable speed. In other words, YOLOv4 is sufficient 

for achieving the goal of designing the proposed system. 

C. Optical Character Recognition (OCR) 

OCR is a technology that converts written or printed text 

in images into editable and searchable text. The OCR 

technology is integral to image processing and artificial 

intelligence [33]. The procedure for performing an OCR 

operation is summarized as follows [34]: 

 Getting Images: The first step is to prepare images that 

contain text, where they can be scanned papers, 

snapshots, or any other type of picture that includes 

visible text. 

 Preprocessing: Different processes are applied to 

improve the quality of the acquired imagesbefore 

proceeding with the text detection. This step could 

entail skew correction, binarization (turning the image 

into black and white), and noise reduction. 

 Text Detection: This process locates the areas of the 

image that have text by separating the text from other 

items that are not text. 

 Character Segmentation: In this step, the text is 

divided into individual characters. Accurately 

identifying each character depends on how accurate 

this step is. 

 Feature Extraction: OCR algorithms examine every 

segmented character’s characteristic, extracting 

crucial information that sets one character apart from 

another. Aspects like shape, size, and spatial 

relationships could be included in these traits. 

 Character Recognition: Every character is identified 

using the attributes that were extracted. To match the 

retrieved features with predetermined character 

patterns, OCR algorithms use machine learning 

models, neural networks, or pattern recognition 

approaches. 

D. Convolutional Recurrent Neural Network (CRNN) 

The network architecture used by the end-to-end text 

line recognition method combines CNN and Recurrent 

Neural Network (RNN) [35]. Fig. 2 shows the three 

sections that make up the entire identification network: 

convolutional, recurrent, and transcription layers, which 

are explained as follows [36]: 

 Convolutional layers: They include asymmetric 

convolution layers and feature reuse networks, which 

form the foundation of the entire system responsible 

for feature extraction. CNNs automatically extract 

feature sequences from various convolution layers for 

each input image. Next, the RNNs forecast every 

frame in the feature sequence taken from the CNNs. 

 Recurrent layers: They consist of an attention 

mechanism and bidirectional LSTM, which transform 

feature sequences into per-frame predictions. 

 
Fig. 2. CRNN network’s structure [36].
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 Transcription layer: It outputs the final predicted 

labels based on the recurrent layer’s per-frame 

predictions. Transcribing the predictions from RNNs 

into actual labels is the transcription layer’s 

responsibility, the network’s final component. 

III. METHODOLOGY 

The proposed system uses video processing, YOLO, 

and OCR techniques to detect traffic violations and 

recognize LPs using only a camera as a sensor.  

A. Video Processing 

Video processing includes many procedures, such as 

detecting moving objects and distinguishing them from 

one another, in addition to checking for any violations. 

 Object Detection: The detection mask will be 

determined in this step, as the white pixels represent 

vehicles, and the black pixels represent the 

background of the video. If the mask values are greater 

than 200, they become 255 (white), but if the mask 

values are less than 200, they become 0 (black). 

Morphological operations are used to process the 

binary image to ensure obtaining a clear mask and 

removing the noise. This process helps remove noise 

and close small gaps to detect compounds strongly and 

separate them from the background. 

 Frame processing: The assumption is that each vehicle 

is initially considered new in the current frame. The 

distance between the vehicle’s center in the current 

frame and its center in the next frame will be measured. 

Suppose it is within a maximum displacement of 100 

(the maximum distance the vehicle can move between 

two frames); it is regarded as an existing vehicle, not a 

new one, and its information is updated and checked. 

When the vehicle crosses the first line, the starting 

time is saved, and when it crosses the second line, the 

ending time is saved. If the distance exceeds the 

maximum displacement, the vehicle is considered new, 

and its information is recorded. This event indicates 

that the vehicle was not present in the previous frame, 

and its appearance in the current frame causes the 

displacement to exceed the threshold value. 

 Checking violations: The first check-in traffic 

violation detection is for the traffic light. If the light is 

red and a vehicle crosses the stopping line, a violation 

for “Disrespecting the traffic signal” will be issued. 

The second check is for speed. If the speed exceeds 

zero, it will be compared with the specified speed limit 

of 80 km/h. An “Exceeding the speed limit” violation 

will be issued if the speed exceeds the limit. However, 

if the speed is negative, the system will flag a penalty 

for “driving in the opposite direction”. 

B. Vehicle Detection 

As explained previously, the vehicles are detected in the 

captured video using the BS method. Initially, each frame 

image is converted to the binary type. Then, the frame 

differencing is used to detect motion between consecutive 

frames by calculating the Mahalanobis distance between 

the successive frames using (1). Finally, a threshold should 

be applied to isolate only the relevant changes in the 

frames to detect all moving vehicles on the street.  

C. Violation Detection and Determination 

The system is designed to detect three traffic violations: 

 Exceeding the speed limit  

 Driving in the opposite direction 

 Non-compliance with the Traffic Signal 

1) Exceeding the speed limit  

As the process is accomplished using the recorded video 

via a camera, the speed is computed by sketching two lines 

on the street’s image.  

When the vehicle crosses the first line, the time at that 

moment, which is denoted as (T0), is recorded. In addition, 

when the vehicle reaches the second line, the (T1) time is 

recorded. The time difference (Td), which is spent between 

  

𝑇𝑑 = 𝑇1 − 𝑇0                                 (2) 

   

𝑆 = 𝐷 𝑇𝑑⁄                                      (3) 

where D is the distance between the two lines.  

The vehicle will be recorded as a violation if it exceeds 

  

2) Driving in the opposite direction 

The driving in the opposite direction can be detected by 

calculating the vehicle speed using (3). When the vehicle 

moves in the opposite direction, it crosses the second line 

first and then touches the first line, making the time 

difference (Td) in (2) negative because T0 is greater than T1. 

Therefore, when the speed appears to retain a negative 

value, the vehicle moves in the opposite direction, as 

illustrated in Fig. 3 and shown in Fig. 4. 

3) Non-compliance with the Traffic Signal 

The system can identify vehicles not adhering to traffic 

signals by crossing the stop line when the signal is red, as 

illustrated in Fig. 3. The stop line, indicated by the 

pedestrian crossing lines, is visible to drivers. The system 

creates a virtual line on each video frame and compares its 

coordinates with those of each vehicle to determine 

whether it crosses the line or not. 

 
Fig. 4. A vehicle is moving in the opposite direction. 
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the two lines, is calculated as in Eq. (2):

The vehicle speed S is calculated as in Eq. (3):

the speed limit, as shown in Fig. 3.



 
Fig. 3. Flowchart of the violations detection system. 

 

D. LPs Detection and Recognition 

The vehicle’s LP is detected using YOLOv4 by 

determining its location in the image. Besides, the LPs are 

recognized using OCR and CRNN algorithms. According 

to the previous work, utilizing YOLO, CRNN, and OCR 

algorithms produces the best results for detecting and 

recognizing LPs compared to other methods. Therefore, 

the proposed work uses the same procedure for saving time. 

The procedure is as follows: 

1) Detecting the LP using the YOLOv4 algorithm 

The YOLO algorithm is used for LPs detection in 

conjunction with a CNN model. As seen in Fig. 5, it 

divides the input image to K×K grid cells. Every one of the 

grid cells predicts the object alone. There is a fixed number 

of boundary boxes predicted for each grid cell [23]. 

Predicting the five bounding box coordinates (bx, by, bw, bh, 

c) is the responsibility of grid cell housing the item in its 

center. The object center in relation to the grid cell location 

is represented by the coordinates (bx, by), while the width 

and height of the object in relation to image dimensions are 

represented by the coordinates (bw, bh). An object’s 

presence in a grid cell is indicated by its confidence score 

(c). Therefore, the LP is denoted by [37]:  

𝐿𝑃 = (𝑏𝑥, 𝑏𝑦, 𝑏𝑤 , 𝑏ℎ, 𝑐)                            (4) 

 
Fig. 5. LP detection using YOLO with 3×3 grid cells. 
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2) Splitting the LPs 

The vehicle plate is divided into two parts: the first part 

contains the word Iraq filled in with one of the five colors 

that represent the type of vehicle. It is recognized as shown 

in Fig. 6, and the second part consists of a letter and a series 

of numbers specific to the vehicle. It is recognized using 

the OCR method. 

 
Fig. 6. Iraqi vehicle LP. 

3) Color detection 

The color of the rectangular portion on the LP left side 

represents the type of vehicle. In actuality, the width of the 

colored portion divided by LP’s whole width is 

approximately 0.0738255. As a result, by multiplying the 

detected LP’s overall width by 0.0738255, the width of the 

colored portion within the detected LP is approximated. 

The average color is computed considering the light 

illumination, dust, and some paint removal. The resulting 

average color is then subjected to a threshold value set to 

200 pixels according to the results obtained by the trial-

and-error tests. It is reset to 0 if the average color value is 

less than 200 and set to 255 if it is greater than 200. The 

details of the LP color are shown in Table I.  

TABLE I: INFORMATION REGARDING THE LP COLORED REGION 

Color Average pixel values Vehicle Type 

Blue [255, 0, 0] Government 

Yellow [0, 255, 255] Cargo 

Red [0, 0, 255] Taxi 

Green [0, 255, 0] Defense  

White [255, 255, 255] Personal 

The mean of the colored region matrix is calculated by 

obtaining the average or the mean of each column (C), as 

in (5), where the sum of the column values (V) is divided 

by the number of elements in the column (N).  

Mean (𝐶) =
∑ 𝑉 

𝑁
                          (5) 

Let A be a 3×3 matrix. 

𝐀 = [
12 28 219
26 30 221
19 20 205

] 

Therefore, the mean of �̅� is  

�̅� = [19 26 215]  

For every color class, the standard average pixel values 

are compared with the computed average color. In the 

example depicted in matrix A, the average color becomes 

[0 0 255], which refers to the red color as a private car, 

when applying the threshold value. 

4) OCR 

In general, pattern recognition techniques, such as the 

methods used in face recognition [38], depend on the 

features extracted from the entire image. Text recognition 

uses a different technique that depends on the features of 

each object (symbol, letter, or number) included in the 

image. Thus the OCR is utilized in the proposed work due 

to its practical features regarding speed and accuracy in 

text recognition. It is used to identify the second part of the 

Iraqi LP, which contains a series of Arabic numbers and 

an English letter, as illustrated in Fig. 6.  

E. Sending a Message  

The system sends a text message to the owner of the 

violating vehicle to inform them about the financial fine 

and to pay it before the due time to double it, as well as the 

general traffic department to issue a fine for the violating 

vehicle. This message contains the type, time, and place of 

the violation, as well as the vehicle’s LP, as shown in Fig. 

7. The message is sent using the Twilio application via the 

GSM technology. 

 
Fig. 7. Message sent to the vehicle’s owner. 

IV. EXPERIMENTAL RESULTS 

Using Windows 11 with a 2.3 GHz processor and 16 GB 

RAM, the experiments are carried out with the PYTHON 

programming language. 

A. Offline LP Recognition 

One of the most essential stages of recognition systems 

is data collection. The YOLOv4 detector in the proposed 

work is trained on Google’s Open Image dataset [39], 

which consists of tens of thousands of object photos with 

annotations for object detection and segmentation. The 

portion of this dataset that deals with vehicles comprises 

1500 training and 300 testing photos. This experiment uses 

offline images to evaluate the system’s ability to identify 

LPs under different aspects and lighting conditions. The 

system demonstrates a high performance rate of 

approximately 90%, showing its effectiveness in 

recognizing various LPs, which can be successfully 

applied to online recognition. 

B. Real-Time Traffic Violation Detection 

In this experiment, the system has been established to 

monitor traffic violations using a high-resolution camera. 

It is capable of detecting three types of violations: 

 Exceeding the speed limit 

 Driving in the opposite direction 

 Not respecting the traffic signal 

If more than one vehicle commits a violation 

simultaneously, and if one vehicle commits multiple 

International Journal of Electrical and Electronic Engineering & Telecommunications Vol. 13, No. 5, 2024

411



violations, all of them will be punished accordingly. The 

system uses the BS model to identify vehicles, and their 

speeds are calculated according to (3). The YOLOv4 

algorithm is used to determine the vehicle’s LP, and the 

recognition of the LP is done using the OCR technique. 

For the violation of not respecting the traffic signal, the 

camera is located in a place that covers the stop line. In 

addition, we use the “r” key on the computer keyboard to 

change the signal from green to red and vice versa, but in 

practice, the traffic controller must inform the system 

about the red light signal. The results of detecting the three 

violations in real time are presented in Table II. 

TABLE II: EXPERIMENTAL RESULTS FOR ALL VIOLATIONS DETECTION 

AND RECOGNITION OF IRAQI LPS 

Violation   

type 

No. of 

violating 

vehicles 

No. of vehicles 

detected 

Violation 

Detection rate 

(%) 

Recognition 

rate of LPs 

(%) 

High-speed 72 69 95.83 97.11 

Opposite 

Direction 
30 29 96.67 98.53 

Traffic signal 105 105 100 99.02 

All violations 207 203 98.06 98.22 

 

For the high-speed violation detection, 72 vehicles 

assumed to exceed the limited speed are tested, whereas 69 

are correctly detected. Besides, the accuracy rate of real-

time recognition of the LPs is 97.11%.  

When testing the detection of driving in the opposite 

direction violations for 30 vehicles, 29 vehicles are 

detected, and the real-time recognition rate of LPs is 

98.53%.  

During the test, all violating vehicles were detected to 

identify vehicles that did not respect a red signal. 

Additionally, the LP real-time recognition rate is 99.02%. 

Upon detecting a violation, the system automatically sends 

a message to the traffic directorate to report the violation 

and inform the vehicle owner, as illustrated in Fig. 7. 

Fig. 8 shows the stages of detecting the violating vehicle, 

from entering the camera’s view until the LP is identified 

and a violation is issued. 

     
(a)                                                  (b) 

 
(c)                                                  (d) 

Fig. 8. Violation detection: (a) Calculating vehicles’ speed (b) Acquiring 

images of the violating vehicles (c) Detecting of LPs, and (d) Recording 

the violations. 

C. Comparison with Other Work 

It is crucial to compare the proposed work outcomes 

with those of the related work. As per the literature survey, 

there is no common dataset employed in all or most 

approaches. However, each approach has used a dedicated 

dataset created by collecting some images. Therefore, a 

comparison is made in Table III with the related work 

despite the dataset used. It is worth noting that the system 

works to detect more than one violation at a time, in 

addition to using the camera only without using any sensor 

to detect violations. 

TABLE III: COMPARISON WITH THE RELATED WORK REGARDING THE 

VIOLATIONS DETECTION 

Ref. No. Method Violation Type 
Accuracy 

rate (%) 

[5] 
YOLO and Hough space 

analysis 
Traffic signal 88.24 

[17] YOLOv3 High-speed 92.80 

[18] BLOB Traffic signal 71 

[19] YOLOv3 High-speed 89.24 

[20] SORT High-speed 78 

[21] Sensors High-speed 90 

[22] GBDT Traffic signal 96 

Proposed 

Work 
BS and YOLOv4 

High speed, 

Opposite direction, 

and Traffic signal 

98.06 

 

As illustrated in Table III, the proposed work achieves 

an accuracy rate of about 98.06%, outperforming other 

related work. Moreover, the proposed system detects three 

violations simultaneously, unlike the others that can detect 

one type of violation. 

In the case of real-time recognition of the LPs, a 

comparison between the proposed work and the related 

work is made in Table IV. 

According to the results presented in Table IV, the 

proposed work achieves a recognition rate of about 

98.53%, which is the best among related work. In contrast 

to the related approaches, the proposed work detects and 

recognizes LPs of moving vehicles rather than stationary 

ones. 

TABLE IV: COMPARISON WITH THE RELATED WORK REGARDING THE 

RECOGNITION OF LPS 

Ref. No. Method Accuracy rate (%) 

[12] TM 96 

[21] OCR 56.67 

[23] OCR 78 

[24] R-CNN 83.67 

[25] CNN+OCR 89.15 

[26] LSTM+CNN 85 

[27] CNN+YOLO 93 

[28] CNN 98.13 

Proposed work OCR + CRNN 98.53 

V. CONCLUSION  

This work introduces a robust system for detecting 

traffic violations using video processing and deep learning. 

Moving vehicles are detected using the BS technology, 

whereas identifying the LPs is carried out with the 

YOLOv4 model, and the OCR and CRNN technologies are 

utilized to recognize them. The proposed system 

demonstrates an applicable real-time approach for 

detecting traffic violations, achieving an impressive 98.06% 

overall accuracy rate for offenses such as exceeding the 

speed limit, disregarding traffic signals, and driving in the 

opposite direction. On the other hand, the proposed system 
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has achieved excellent results in recognizing LPs, with a 

98.22% success rate. This achievement is necessary to 

accurately identify the violating vehicles and enforce 

relevant penal efforts. The comparisons with the previous 

approaches show the superiority of the proposed work, 

which achieves the highest accuracy rate in violation 

detection and LP recognition. In the future, the research 

may focus on enhancing the system’s performance under 

various lighting and weather conditions and detecting 

more traffic violation kinds. 

CONFLICT OF INTEREST 

The authors declare no conflict of interest. 

AUTHOR CONTRIBUTIONS 

All authors conducted and analyzed the research; the 

first and second authors wrote and revised the paper; all 

authors approved the final version. 

REFERENCES 

[1] V. B. Pattanashetty, V. Mane, N. C. Iyer, and S. Kore, “Traffic rules 

violation detection system,” Lecture Notes in Networks and Systems, 

vol. 191, pp. 77–87, 2022. https://doi.org/10.1007/978-981-16-

0739-4_8 

[2] B. Pawłowicz, B. Trybus, M. Salach, and P. Jankowski-Mihułowicz, 

“Dynamic RFID identification in urban traffic management 

systems,” Sensors (Switzerland), vol. 20, no. 15, pp. 1–26, 2020. 

[3] W. Muzava, R. Chikoore, and B. T. Mangara, “Survey on traffic 

light violation detection tools and techniques using modern 

technologies,” Traffic, vol. 8, no. 11, pp. 1545–1550, 2023. 

[4] A. S. Shibghatullah, A. Jalil, M. H. A. Wahab, J. N. P. Soon, K. 

Subaramaniam, and T. Eldabi, “Vehicle tracking application based 

on real time traffic,” Int. J. Electr. Electron. Eng. Telecommun., vol. 

11, no. 1, pp. 67–73, 2022. 

[5] T. Singh, V. Rajput, Satakshi, U. Prasad, and M. Kumar, “Real-time 

traffic light violations using distributed streaming,” J. 

Supercomput., vol. 79, no. 7, pp. 7533–7559, 2023. 

[6] N. C. Mallela, R. Volety, R. Srinivasa Perumal, and R. K. Nadesh, 

“Detection of the triple riding and speed violation on two-wheelers 

using deep learning algorithms,” Multimed. Tools Appl., vol. 80, no. 

6, pp. 8175–8187, 2021. 

[7] A. T. Bhat, Anupama, Akshatha, M. S. Rao, and D. G. Pai, “Traffic 

violation detection in India using genetic algorithm,” Glob. 

Transitions Proc., vol. 2, no. 2, pp. 309–314, 2021 

[8] L. Bravi, L. Kubin, S. Caprasecca et al., “Detection of stop sign 

violations from dashcam data,” IEEE Trans. Intell. Transp. Syst., 

vol. 23, no. 6, pp. 5411–5420, 2022. 

[9] S. U. Khan, N. Alam, S. U. Jan, and I. S. Koo, “IoT-enabled vehicle 

speed monitoring system,” Electronics, vol. 11, no. 4, 614, 2022. 

[10] Y. D. Salman, H. S. Alhadawi, A. S. Mahdi, and F. T. AL-Dhief, 

“Improved automatic license plate recognition system in Iraq for 

surveillance system using OCR,” in Proc. Int. Conf. on Emerging 

Technologies and Intelligent Systems, 2022, pp. 270–277. 

[11] N. A. Alam, M. Ahsan, M. A. Based, and J. Haider, “Intelligent 

system for vehicles number plate detection and recognition using 

convolutional neural networks,” Technologies, vol. 9, no. 1, #9, 

2021. 

[12] A. A. J. Altameemi, H. H. Abbas, and A. Alabaichi, “Iraqi vehicle 

license plate recognition using template matching technique,” ICIC 

Express Lett. Part B Appl., vol. 10, no. 6, pp. 465–473, 2019. 

[13] J. Cypto and P. Karthikeyan, “Automatic detection system of speed 

violations in a traffic based on deep learning technique,” J. Intell. 

Fuzzy Syst., vol. 43, no. 5, pp. 6591–6606, 2022. 

[14] Z. Rahman, A. M. Ami, and M. A. Ullah, “A real-time wrong-way 

vehicle detection based on YOLO and centroid tracking,” in Proc. 

2020 IEEE Region 10 Symposium, 2020, pp. 916–920. 

[15] P. Jantosut, W. Satiennam, T. Satiennam, and S. Jaensirisak, 

“Factors associated with the red-light running behavior 

characteristics of motorcyclists,” IATSS Res., vol. 45, no. 2, pp. 

251–257, 2021. 

[16] L. Q. Thao, D. D. Cuong, N. T. Anh, P. M. Anh, H. M. Duc, and N. 

Minh, “Automatic traffic red-light violation detection using AI,” 

Ing. des Syst. d’Information, vol. 27, no. 1, pp. 75–80, 2022. 

[17] R. Ravish, S. Rangaswamy, and K. Char, “Intelligent traffic 

violation detection,” in Proc. 2021 2nd Global Conf. for 

Advancement in Technology, 2021. doi: 

10.1109/GCAT52182.2021.9587520. 

[18] M. M. Bachtiar, A. R. Mawardi, and A. R. A. Besari, “Vehicle 

classification and violation detection on traffic light area using 

BLOB and mean-shift tracking method,” in Proc. 2020 Int. Conf. 

on Applied Science and Technology, 2020, pp. 94–98. 

[19] S. R. Anand, N. Kilari, and D. U. S. R. Kumar, “Traffic signal 

violation detection using artificial intelligence and deep learning,” 

Int. J. Adv. Res. Eng. Technol., vol. 12, no. 2, pp. 207–217, 2021. 

[20] A. Grents, V. Varkentin, and N. Goryaev, “Determining vehicle 

speed based on video using convolutional neural network,” Transp. 

Res. Procedia, vol. 50, pp. 192–200, 2020. 

[21] J. Yim, R. A. Cadiente, G. P. Mayuga, and E. R. Magsino, 

“Integrated plate recognition and speed detection for intelligent 

transportation systems,” in Proc. 2020 IEEE 10th Symposium on 

Computer Applications & Industrial Electronics, 2020, pp. 6–11. 

[22] M. Zahid, A. Jamal, Y. Chen, T. Ahmed, and M. Ijaz, “Predicting 

red light running violation using machine learning classifiers,” in 

Proc. of the 11th Int. Conf. on Green Intelligent Transportation 

Systems and Safety, 2022, pp. 137–148. 

[23] Hendry and R. C. Chen, “Automatic license plate recognition via 

sliding-window darknet-YOLO deep learning,” Image Vis. 

Comput., vol. 87, pp. 47–56, 2019. doi: 

10.1016/j.imavis.2019.04.007 

[24] L. Kong, Y. Bao, L. Cao, and S. Zhao, “A key point-based license 

plate detection with pyramid network structure,” in Proc. 2021 2nd 

Inf. Commun. Technol. Conf. ICTC 2021, 2021, pp. 249–253. 

[25] S. M. Silva and C. R. Jung, “Real-time license plate detection and 

recognition using deep convolutional neural networks,” J. Vis. 

Commun. Image Represent., vol. 71, 102773, 2020. doi: 

10.1016/j.jvcir.2020.102773 

[26] A. Anson and T. Mathew, “Detection and recognition of license 

plate using CNN and LSTM,” Advances in Communication Systems 

and Networks: Select Proceedings of ComNet 2019, Springer, 2020, 

pp. 701–721. 

[27] I. Mihoub, “Algerian license plate detection and recognition using 

deep learning,” M.Sc. thesis, University of Guelma, Algeria, 2023, 

http://dspace.univguelma.dz/jspui/handle/123456789/15018. 

[28] P. Kaur, Y. Kumar, S. Ahmed, A. Alhumam, R. Singla, and M. F. 

Ijaz, “Automatic license plate recognition system for vehicles using 

a CNN.,” Comput. Mater. Contin., vol. 71, no. 1, pp. 35–50, 2022. 

[29] B. Garcia-Garcia, T. Bouwmans, and A. J. R. Silva, “Background 

subtraction in real applications: Challenges, current models and 

future directions,” Comput. Sci. Rev., vol. 35, 100204, 2020. 

[30] H. R. Farhan, M. H. Al-Muifraje, and T. R. Saeed, “A new model 

for pattern recognition,” Comput. Electr. Eng., vol. 83, #106602, 

May 2020. doi: 10.1016/j.compeleceng.2020.106602 

[31] J. Hu, C.-J. R. Shi, and J. Zhang, “Saliency-based YOLO for single 

target detection,” Knowl. Inf. Syst., vol. 63, pp. 717–732, 2021. 

[32] H. Yu and W. Chen, “Motion target detection and recognition based 

on YOLOv4 algorithm,” Journal of Physics: Conference Series, 

2021, #12053. 

[33] T. A. I. Abdelaziz and U. Fazil, “Applications of integration of AI-

based Optical Character Recognition (OCR) and generative AI in 

document understanding and processing,” Appl. Res. Artif. Intell. 

Cloud Comput., vol. 6, no. 11, pp. 1–16, 2023. 

[34] S. Patilm, V. Varadarajan, S. Mahadevkar et al., “Enhancing optical 

character recognition on images with mixed text using semantic 

segmentation,” J. Sens. Actuator Networks, vol. 11, no. 4, #63, 2022. 

[35] X. Qu, Z. Wu, and J. Huang, “End-to-end attention convolutional 

recurrent network for online handwritten Chinese text recognition,” 

Multimed. Tools Appl., pp. 1–18, 2024. 

https://doi.org/10.1007/s11042-023-17987-y 

[36] G. Tong, Y. Li, H. Gao, H. Chen, H. Wang, and X. Yang, “MA-

CRNN: a multi-scale attention CRNN for Chinese text line 

recognition in natural scenes,” Int. J. Doc. Anal. Recognit., vol. 23, 

no. 2, pp. 103–114, 2020. 



[37] Y. Jamtsho, P. Riyamongkol, and R. Waranusast, “Real-time 

license plate detection for non-helmeted motorcyclist using YOLO,” 

ICT Express, vol. 7, no. 1, pp. 104–109, 2021. 

[38] H. R. Farhan, A. M. Taqi, and M. S. Kod, “A wireless voting system 

using wi-fi-based microcontrollers and face verification,” Int. J. 

Electr. Electron. Eng. Telecommun., vol. 13, no. 2, pp. 168–175, 

2024. 

[39] A. Kuznetsova, H.Rom, N. Alldrin et al., “The open images dataset 

V4: Unified image classification, object detection, and visual 

relationship detection at scale,” Int. J. Comput. Vis., vol. 128, no. 7, 

pp. 1956–1981, 2020. 

 

Copyright © 2024 by the authors. This is an open access article 

distributed under the Creative Commons Attribution License (CC BY-

NC-ND 4.0), which permits use, distribution and reproduction in any 

medium, provided that the article is properly cited, the use is non-

commercial and no modifications or adaptations are made. 

 

Ali Q. A. Ali eceived his B.Sc. degree in 

electrical and electronic engineering from the 

University of Karbala, Kerbala, Iraq, in 2019. 

He is pursuing an M.Sc. degree at the Electrical 

and Electronic Engineering Department of the 

College of Engineering, University of Kerbala. 

His research interests include image processing, 

pattern recognition, and computer vision. 

 

 

Hameed R. Farhan received the B.Sc., M.Sc., 

and Ph.D. degrees in electronic engineering from 

the University of Technology, Baghdad, Iraq, in 

1986, 2011, and 2018, respectively. He is 

currently an assistant professor at the Electrical 

and Electronic Engineering Department of the 

College of Engineering, University of Kerbala. 

His research interests include digital electronics, 

DSP, image processing, pattern recognition, and 

computer vision.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Muayad S. Kod received the B.Sc. and M.Sc. 

degrees from the Department of Electronics and 

Communications, Al-Nahrain University-Iraq, 

in 2002 and 2005, respectively. He received the 

Ph.D. degree from the Department of Electrical 

Engineering and Electronics, University of 

Liverpool-UK, in 2016. He is currently a lecturer 

at the Department of Electrical and Electronic 

Engineering, University of Kerbala, Iraq. His 

research interests include electronic and 

communication systems, wireless power transfer, 

and implantable medical devices.  

 

Kavita R Singh received her MTech and 

doctoral degrees in Computer Science and 

Engineering from Birla Institute of Technology, 

Ranchi, India, in 2007 and Sardar Vallabhbhai 

National Institute of Technology (SVNIT), 

Surat (India) in 2014, respectively. She is 

currently a professor in the Department of 

Computer Technology, Yeshwantrao Chavan 

College of Engineering, Nagpur. Her research 

interests include machine learning, computer 

vision, deep learning data science, soft computing, and cloud computing. 

International Journal of Electrical and Electronic Engineering & Telecommunications Vol. 13, No. 5, 2024

414

https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/

	IJEETC-V13N5-406



